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In contrast to conventional data mining, which searches for specific subsets of genes
(extensive variables) to correlate with specific phenotypes, DATE analysis correlates inten-
sive state variables calculated from the same datasets. At the heart of DATE analysis are
two biological equations of state not dependent on genetic pathways. This result distin-
guishes DATE analysis from other bioinformatics approaches. The dimensionless state vari-
able F quantifies the relative overall cellular activity of test cells compared to well-chosen
reference cells. The variable m; is the fold-change in the expression of the ith gene of test
cells relative to reference. It is the fraction ¢ of the genome undergoing differential expres-
sion—not the magnitude m—that controls biological change. The state variable ¢ is equiva-
lent to the control strength of metabolic control analysis. For tractability, DATE analysis
assumes a linear system of enzyme-connected networks and exploits the small average con-
tribution of each cellular component. This approach was validated by reproducible values of
the state variables F, RNA index, and ¢ calculated from random subsets of transcript micro-
array data. Using published microarray data, F, RNA index, and ¢ were correlated with:
(1) the blood-feeding cycle of the malaria parasite, (2) embryonic development of the fruit
fy, (3) temperature adaptation of Killifish, (4) exponential growth of cultured S. pneumo-
niae, and (5) human cancers. DATE analysis was applied to aCGH data from the great
apes. A good example of the power of DATE analysis is its application to genomically unsta-
ble cancers, which have been refractory to data mining strategies. © 2009 American Insti-

tute of Chemical Engineers Biotechnol. Prog., 25: 1275-1288, 2009
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Introduction

Analyzing large gene expression datasets is a relatively
new area of data analysis with its own unique challenges.l’2
Various statistical methods are used to sift through tens of
thousands of data points searching for stable subsets of genes
that are correlated with specific normal and abnormal pheno-
types. The supervised and unsupervised statistical algorithms
produce annotated lists of genes according to differences in
expression.3 The lists of genes are then assembled into
genetic roadmaps that are thought to govern the specific phe-
notypes being investigated. This strategy comes from the
general belief that a relatively small number of specific
genes control certain normal and disease phenotypes. In spite
of the promising initial results, this approach has not lived
up to expectations, particularly with respect to cancer.!+13

The results to date indicate that the genetic roadmaps are
not providing the rules governing the dynamic interplay
between genotype and phenotype.'* Knockout experiments,
for example, have repeatedly shown that the whole animal,
down to the cellular phenotype, is usually unaffected by the
loss of one or a few genesls’16 and when there are pheno-
typic consequences they are unpredictable.17 Adding to the
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problem of associating subsets of genotype with phenotype,
the “genetic signatures” generated from microarray experi-
ments are highly unstable,''® particularly for genomically
unstable cancers.®'%'>!* A partial explanation for the insta-
bility was recently offered by Shi et al: “reproducibility has
seldom been, but in the future should be, used as a crucial
criterion to judge the validity of data analysis procedures.”'?
According to Elser and Hamilton, “It seems that the only
hope for creatively interrogating new data is to develop new,
integrated theoretical frameworks to inform strategies for
that interrogation.”20

Metabolic control analysis (MCA) is a well-established
integrated theoretical foundation upon which to construct a
general theory of biological change.21 Importantly, MCA
explains why it is unlikely a unique, small subset of genes
controls a specific macroscopic phenotype.”* As Henrik
Kacser observed, “But one thing is certain: to understand the
whole you must look at the whole.”” MCA provides the
theoretical framework for studying the phenotype as a
whole.

The past 30 years of applying MCA to glycolysis, the tri-
carboxylic acid cycle, photosynthesis, and the syntheses of
fatty acids, urea, nucleotides, and amino acids has conclu-
sively shown that even these relatively uncomplicated sys-
tems (where all components can be memorized) are rarely
controlled by slow or rate-determining steps.**’ One of the
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fundamental discoveries of MCA is that even with a com-
plete knowledge of the detailed properties of specific genes
and gene products it is not possible to either predict or
describe phenotypes at the cellular level and above in terms
of a few individual genetic components. Yet, the field of bio-
informatics is influenced by the belief that specific “genetic
pathways” and “genetic programs” control or determine
complex phenotypes.”® An important example is the pursuit
of oncogenes and tumor suppressor genes in cancer
research,”f32 which can be summarized as the search for the
presumed rate-determining molecular steps in carcinogenesis.
However, instead of rate limiting steps, experiments have
repeatedly demonstrated control is distributed among
the host of metabolic, catalytic, and regulatory compo-
nents.”>*7> These cellular components are Rosen’s particles
of function.>® While the fundamental principles of MCA are
valid for all levels of cellular activity and phenotypic
change, its practical application is limited to relatively small
experimental systems of usually not more than 50 compo-
nents. The methods and techniques of MCA are simply over-
whelmed by the thousands of variables contributing to
macroscopic phenotypes.

It became apparent in 2001 that the modification of meta-
bolic control analysis used to investigate aneuploidy in can-
cer cells also applied to diploid phenotypes. This realization
led to a general method of studying phenotypic change
called DATE analysis, which comes from differentiation,
adaptation, transformation, evolution. DATE analysis differs
from MCA in that its essential task lies in the comparison of
related phenotypes rather than in the precise definition or
description of each. In place of tracking the kinetic particu-
lars of thousands of individual cellular components, DATE
analysis uses, instead, two biological equations of state to
calculate their aggregate effects.>*>”-*® This approach makes
it possible to analyze the phenotypic changes of whole cells,
organs, and organisms.

The numerous cellular phenotypes of diploid and aneu-
ploid species (cancer)* are due to the differential expression
of fractions ¢ of the stable and unstable genomes, respec-
tively. DATE analysis demonstrates the principle that it is
the fraction ¢ of the genome undergoing differential expres-
sion, not the magnitude © of the differential expression,
which controls phenotypic change.’® Systems at least as
complex as a cell are determined by tens of thousands of
genes, gene products, and metabolites, each making a small
contribution on the order of 10> to the macroscopic pheno-
type.2426-27-34:3940 The small contribution of individual genes
suggests their activities can be quantitatively treated as being
equally important.*****! For tractability, DATE analysis
assumes a linear system of enzyme-connected networks and
exploits the small average contribution of each cellular com-
ponent.34’38 Nevertheless, the results apply equally to sys-
tems of interlocking pathways, cycles, feedback loops,>**
regulatory cascades,”” and control of gene expression,*’
except that the formulations become more tedious.*®

The first use of DATE analysis provided powerful theoreti-
cal support’®* for Theodor Boveri’s hundred-year-old
hypothesis45 that the progression of aneuploidy is carcinogen-
esis. As originally formulated, Eqs. 1a and 1b describe the
relationship between the state variables F, RNA index, and ¢.
Equation la gives the relative overall cellular (metabolic) ac-
tivity F of a test sample compared to appropriate reference
cells. For aneuploid phenotypes, Eq. la gives the relative
value of F for aneuploid cells compared to their diploid coun-
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terparts. The state variable ¢ of aneuploid cells is the fraction
of the genome that is aneuploid relative to normal diploid
cells. The variable 7 is the average fold-change of the differ-
ential expression of a population of aneuploid cells. Equation
1b gives the state variable RNA index for the aneuploid phe-
notype compared to diploid precursors (RNA index is the total
number of transcripts of aneuploid cells divided by the total
number of transcripts of diploid cells from the same tissue
type). The changes in RNA index are largely due to changes
in the DNA content of aneuploid cells.®#* Since the state
variables are relative values they are dimensionless.

Lop4?
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DATE analysis has also been used to explain the Hayflick
limit of cultured cells, the time-course of carcinogen-induced
tumors in mice, the age distribution of human cancer, multi-
drug resistance, the lack of immune surveillance protecting
against cancer, and the failure of cancer chemotherapy.**>°

Since the approach described here is so heavily dependent
on the assumptions, formalisms, and general principles of
metabolic control analysis, it is strongly recommended the
reader become familiar with the 1981 paper by Kacser and
Burns on “The Molecular Basis of Dominance™* in order to
better understand the basis of DATE analysis.

Here is reported the application of DATE analysis to pub-
lished transcript microarray data from: (1) the blood-feeding
cycle of the malaria parasite, (2) embryonic development of
the fruit fly, (3) temperature adaptation of Killifish, (4) expo-
nential growth of cultured Streptococcus pneumoniae, and
(5) human cancers. DATE analysis was applied to aCGH
data from the great apes. The state variables F, RNA index,
and ¢ were determined from microarray data from lym-
phoma and cancers of the breast, colon, kidney, ovary, pan-
creas, and stomach. The distribution entropy D, which is
analogous to Shannon Entropy, is introduced as a measure of
the entropy of microarray results presented in the form of a
histogram. Acute environmental change and stress cause
cells to increase the expression of some genes and simultane-
ously decrease expression of others in order to keep total
levels of RNA and protein constant.”'~>* y is introduced as a
measure of this compensating differential expression of tran-
scripts. y also quantifies the genomic difference between test
and reference aCGH data. When applied to cancer, D and y
quantify the genomic imbalance leading to the genetic insta-
bility of aneuploid cells.

Methods

Equations 2a and 2b are the general forms of the original
state Eqs. la and 1b, first used to study aneuploid pheno-
types. Importantly, Eqgs. 2a and 2b apply to the phenotypic
changes of aneuploid and diploid cells alike. Thus, aneu-
ploidy is just a special case of DATE analysis.

1:ﬂ72@+2% (2a)

F relative
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The variable 7; is the fold-change of the ith transcript rela-
tive to an appropriate reference sample. The variable ¢, is




Biotechnol. Prog., 2009, Vol. 25, No. 5

not restricted, as first described in 1999,%% to gene expression
of aneuploid cells, where 7; # 1, but is the fractional contri-
bution each gene makes for any value of ;, irrespective of
ploidy. In agreement with its original definition,*® ¢ without
subscript is the state variable representing the fraction of
genes with 7 values outside the normal range. For this report
the normal range of m; was empirically determined from
comparisons of normal tissues of the same type and is
defined as 0.5 < 7yoma < 1.5 because over 95% of tran-
scripts of normal tissues were in this interval.

Since microarray experiments keep track of all genes indi-
vidually, and in keeping with the principle that individual
genes contributing to macroscopic phenotypes can be treated
in the aggregate as being quantitatively equivalent,®****!
Egs. 2a and 2b can be expressed in the convenient form of
Egs. 3a and 3b, where n = total number of expressing genes
and ¢; = 1/n, giving Z¢p; = 1.

1 1 1 1
= 72— = ave () (3a)
n T; T;

F relative

1
RNA dex = — E m; = ave(m;) (3b)
n

Equation 3a shows that 1/F jaive 1S just the average of the
1/m; values, giving F as the harmonic mean of the r; values.
Likewise, the average of m; values gives the relative RNA
index (Eq. 3b). In general, RNA index is the total number of
transcripts of test cells divided by the total number of tran-
scripts of reference cells from the same tissue type. When
applied to aCGH data, 7; is the copy-number fold-change of
the ith gene relative to an appropriate reference genome.
Thus, n; and 1/m; are the central computational elements of
DATE analysis for calculating the state variables F, RNA
index, and ¢ from microarray data.

The general method of calculating the m; values was as
follows. Published expression and aCGH data used in this
report were either downloaded from public sources, e.g.,
Gene Expression Omnibus http://www.ncbi.nlm.nih.gov/geo
and Stanford Microarray Database http://genome-wwwS5.stan-
ford.edu, or other specialty databases, e.g., for malaria http://
plasmodb.org/plasmo. The rule was to analyze only those
transcripts or genes for which un-flagged intensity values
existed for both the test and reference samples. The best
data were normalized fluorescence intensity, which is propor-
tional to concentration. If the downloaded data were log
transformed, then the antilog transformation was performed
before analysis. The n; values were then easily calculated by
dividing the microarray value for each transcript (i) or gene
(i) of the test sample by that for the reference sample. Then
the inverse values were calculated. These values of m; and 1/
m; were used to calculate Fiepuive and RNA index according
to Eq. 3. The value of ¢ without subscript was calculated by
dividing the number of transcripts outside the normal range
of m; values (0.5 < T ormar < 1.5) by the total number of
transcripts.

Compensating differential expression

A defining property of diploid cells (and other cells with
balanced genomes) is the relative amounts of DNA, total
RNA, and total cellular protein remain constant.’'>* For sta-
ble euploid phenotypes with RNA index = 1, Eq. 3b reduces
to Eq. 4.
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Therefore, for n; # 1, Eq. 4 demands values of m; above
and below one to maintain a constant RNA index = 1,
which characterizes stable phenotypes. In other words,
increases in the expression of different genes must be com-
pensated by decreases in others in order to keep total levels
of RNA and protein constant. It is this compensatory differ-
ential expression that regulates homeostasis when adapting
to stress and acute changes in environment.

The well-known intercellular heterogeneity of a population
of aneuploid cells is produced by random changes in the
chromosome (DNA) content of individual aneuploid cells
with each mitotic division, 384435 Nevertheless, following
mitosis the tight correlations—between the relative amounts
of DNA and RNA, RNA, and total cellular protein—still
hold for each individual aneuploid cell in a heterogeneous
population of aneuploid cells. #0761

Lion and Gabriel have shown that F' (the overall cellular
activity of a cell) has a maximum value when total cellular
enzyme concentration is constant,62 i.e., constant RNA
index. Dividing Eq. 3b, where RNA index = 1, by Eq. 3a
gives the bounded Eq. 5, explained below.

0<F:ZT§1 5)

T

The ratio of the two sums in Eq. 5 is always less than or
equal to one.®® Thus, the relative overall cellular activity F
of phenotypically stable cells with balanced genomes varies
between zero and one during periods of compensating differ-
ential expression.

The state variable F may be greater than one for aneu-
ploid cells.®® Nevertheless, the ratio of the two sums in Eq.
5 is still less than one® for aneuploid cells. Thus, the two
state variables F and RNA index are always out of balance
for aneuploid cells, indicating reduced metabolic efficiency
and viability relative to the diploid (balanced) state,*6-64

Distribution entropy D

Shannon entropy65 has been used to quantify the incredi-
bly variable and complex karyotypes of cancer cells.°® The
same approach can be applied to the differential expression
of microarray data. The distribution entropy D is given by
Eq. 6.

D=3 pilnp (6)
i=1

D measures the distribution (entropy) of histogram data.
The variable p; (0 < p < 1) is the fraction of data placed in
bin (i) of a histogram with n evenly spaced intervals of .
Figure 1 shows D is a function of bin size. Thus, the abso-
lute value of D changes with bin size, nevertheless, the rank
order of values of D for microarray experiments will not
change if the bin size is held constant.

Even when the total RNA content of a cell or organism is
constant and changes in F are barely perceptible, there can
still be large changes in D. In such cases, large values and
changes in D may indicate considerable stress leading to
compensating differential expression needed to maintain ho-
meostasis. Another interpretation is that large D indicates the
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Figure 1. Distribution entropy D of histogram data is a func-
tion of bin size.

The results from 19,785 transcripts of normal skin®” were proc-
essed according to Eq. 6 to give: (A) D = 2.17 at bin width
0.17 (m; is the fold-change in the expression of the ith gene of
test cells relative to reference cells). (B) D = 1.15 at bin width
0.37. Thus, the absolute value of D changes with bin size,
nevertheless, the rank order of values of D for microarray
experiments will not change if the bin size is held constant. D
is a measure of the entropy or spread of histogram data and a
measure of genetic instability when applied to cancer cells.

generation of a metabolically heterogeneous population
of cells, e.g., single-cell organisms and cancer. When applied
to cancer, D is an objective measure of the genomic
imbalance causing genetic instability and increased tumor
malignancy.**-%~7!

Results

Using the Kacser and Burns assumption that individual
genes contributing to macroscopic phenotypes can be treated
in the aggregate as being quantitatively equivatlent,“sg’41 it
follows that for large datasets the state variables would be
intensive variables because they would not depend on spe-
cific sets of genes. Thus, random subsets of transcript micro-
array data should reflect the whole and provide good
estimates of the state variables F, RNA index, and ¢.

Biotechnol. Prog., 2009, Vol. 25, No. 5

Figure 2 shows that random subsets of transcript microar-
ray data did indeed provide values that were very close to
those determined using all the transcripts. Figure 2A shows
that random subsets as small as 10% of 13,984 total tran-
scripts measured for a ductal breast carcinoma’? yielded re-
producible (i.e., stable) values of RNA index, overall cellular
activity F, and the aneuploid fraction ¢, relative to normal
breast. For determination of ¢, the normal range of © was
set to 0.5 < m < 1.5 (as explained above). Error bars repre-
sent one standard deviation for three independent random-
ized series of the same transcript data. Likewise, Figure 2C
shows random subsets down to 15-20% of 6 143 total tran-
scripts produced acceptable estimates of F, RNA index, and
¢ for the 8 h point of fruit fly development relative to 0 h.”?
Figures 2B,D shows that plots of the cumulative sums of =;
and 1/m; for random subsets of transcripts were linear. The
solid and broken lines in Figures 2B,D are the least squares
results for the cumulative sums of n; and 1/7;, respectively.
The linear results hold for random subsets from all microar-
ray data examined in this report.

The results of Figure 2 demonstrate for large datasets that
F, RNA index, and ¢ are indeed intensive state variables
because they are not dependent on a perspicacious choice of
specific genes. This result sets DATE analysis apart from
conventional data mining approaches which seek to correlate
specific sets of genes (i.e., extensive variables) with certain
phenotypes.

Information added by using ordered values of ;

As discussed in the introduction, the tens of thousands of
interconnected cellular components made it necessary to
assume for tractability each makes an equivalent small con-
tribution to the macroscopic phenotype. Nevertheless, the
expression of individual genes can vary considerably. The
information lost by using random subsets of microarray data
when calculating the intensive state variables F, RNA index,
and ¢ (Figure 2) can be recovered by analyzing subsets of
the same data ordered by increasing values of m; (which
implies decreasing values of 1/x;). « and f are introduced as
measures of the information gained when comparing ordered
vs. random values of 1/x; and m;, respectively.

While cumulative sums of random subsets were linear
(Figures 2B,D), cumulative sums of subsets ordered by
increasing values of m; were not (Figure 3). The curved lines
in Figure 3A are for the ordered data from the breast cancer
patient of Figure 2 relative to normal breast. Similarly, Fig-
ure 3C is for the ordered data from fruit fly embryo at 8 h
compared to 0 h. The curved lines for fruit fly embryo were
due to compensating differential expression. The curved
lines for the breast cancer were caused by a heterogeneous
population of aneuploid cells. The area enclosed by the cu-
mulative sums of ordered (curved lines) and random subsets
(straight lines) of the same data are measures of the magni-
tude of breast cancer aneuploidy (Figure 3A) and the overall
compensatory differential expression of fruit fly embryo
(Figure 3C), respectively. The area enclosed by the broken
lines is designated o (enclosed area of cumulative sums of 1/
m;, ordered minus random). The area enclosed by the solid
lines is designated f (enclosed area of cumulative sums of
7;, random minus ordered). Total area y is the sum of « and
f. For comparison, the enclosed areas for normal breast (Fig-
ure 3B) were much smaller as one would expect for a stable
phenotype.
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Ductal carcinoma of breast
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Fruit fly embryo at 8 h

Figure 2.
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Random subsets of transcript microarray data reflect the whole.

The state variables are intensive variables because they are not dependent on specific sets of genes. This result is of fundamental importance and dis-
tinguishes DATE analysis from all other methods of bioinformatics. A: Random subsets down to 10% of 13,984 total transcripts from aneuploid
ductal breast carcinoma’” yielded reproducible values of the state variables F, RNA index, and ¢ (F is the dimensionless state variable quantifying
the relative overall cellular activity of test cells compared to reference cells, RNA index is the total number of transcripts of test cells divided by
the total number of transcripts of reference cells, ¢ is the fraction of the genome undergoing differential expression). For determination of ¢, the
normal range of 7 was set to 0.5 < n < 1.5 based on comparisons of normal tissues of the same type (7; is the fold-change in the expression of the
ith gene of test cells relative to reference cells). Determination of D was based on a bin size of 0.1% (D is the distribution entropy of histogram
data). B: Plots of the cumulative sums of n; and 1/r; for random subsets from the same transcript data were linear. C: Random subsets down to 15—
20% of 6,143 total transcripts measured for the 8 h point relative to 0 h of diploid fruit fly development’® produced acceptable estimates of F, RNA
index, and ¢. D: Plots of the cumulative sums of n; and 1/z; for random subsets of transcripts from the same transcript data were linear. The solid
and broken lines (B, D) are the least squares results for the cumulative sums of 7; and 1/7;, respectively. Error bars represent one standard deviation
for three independent random subsets.

Empirically it was found o and f often provide more in-
formation than D alone. For example, Figure 3D shows that
a low level of compensating differential expression f pro-
duced a large perturbation o in the overall metabolic activity
of diploid Killifish adapting to the 36 h point of the tempera-
ture cycle’* compared to 0 h.

Differentiation and development

Example 1: State Variables Correlated with the Cyclical
Differentiation of Plasmodium falciparum and Noncyclical
Development of Drosophila melanogaster. Time-course
studies are particularly amenable to DATE analysis because
the results at any time point can represent a suitable refer-
ence for other time points. The blood-feeding cycle of the
malaria parasite P. falciparum is 48 h.”> The differentiation

cycle starts when the merozoite stage of the parasite invades
red blood cells to form the ring stage. The differentiation
cycle was mirrored by the DATE results shown in Figure
4A, using merozoite as reference. Since the differentiation
process produces very different phenotypic stages, there
were, not surprisingly, dramatic changes in all of the state
variables that reverted to the merozoite values at the end of
the cycle.

Between 17 and 29 h the parasite was in the maturation
phase, called the trophozoite stage, and experienced the larg-
est fraction of differential expression (¢ > 0.7) relative to
the merozoite stage (Figure 4A). For determination of ¢, the
normal range of 7 was set to 0.5 < © < 1.5. It is during the
trophozoite stage the parasite digests most of the hemoglo-
bin. In the schizont stage, at the end of feeding, the parasite
prepares for reinvasion of new red blood cells by replicating
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Figure 3. Information added by using ordered values of n; and 1/x;.

Averaging random values of 7; and 1/x; made it possible to calculate the state variables F, RNA index, and ¢ but at the expense of losing informa-
tion present in the differential expression of individual genes (7; is the fold-change in the expression of the ith gene of test cells relative to reference,
F is the dimensionless state variable quantifying the relative overall cellular activity of test cells compared to reference cells, RNA index is the total
number of transcripts of test cells divided by total number of transcripts of reference cells, ¢ is the fraction of the genome undergoing differential
expression). However, this very useful information can be recovered by analyzing ordered values of 1/m; (decreasing) and 7, (increasing), respec-
tively. The curved broken lines were cumulative sums from ordered subsets of 1/z;. The curved solid lines were cumulative sums from ordered sub-
sets of 7;. The straight broken lines were cumulative sums from random subsets of 1/x;. The straight solid lines were cumulative sums from random
subsets of 7;. Enclosed areas o and f§ (see text) are measures of the information gained when comparing ordered vs. random values of 1/x; and =;.
A: The same breast cancer patient as in Figure 2A. B: Normal breast. C: Fruit fly 8 h embryo. D: The areas o and f need not be symmetrical. The
relatively small spread in_transcripts represented by the area f§ produced a much larger effect « for the diploid Killifish adapting to the 36 h point of

a 24 h temperature cycle.”

and dividing to form up to 32 new merozoites. Then the pro-
cess repeats itself.

For sufficiently small incremental time steps, it is likely
that the n+1 state is very similar metabolically and pheno-
typically to state n (i.e., F,,,; =~ F,). Changes in RNA index
are likewise expected to be relatively small, approximating
the conditions of Eq. 5. Therefore, if the reference state is
allowed to vary during differentiation and development, such
that the reference state is the preceding one, i.e., state n+1
vs. state n, then F and RNA index are expected to be near
one. Under this scenario significant transient changes were
more readily detected. For example, when adjacent time
points of the blood-feeding cycle of the malaria parasite
were compared, RNA index and F oscillated about an aver-
age value close to one (Figure 4B; F not shown for clarity)
and the average value of ¢ was 0.08 £ 0.05. Fourier analy-
sis identified a cycle with a period of 2.3 h (sampling rate

was 1 per h) for RNA index and F during the malaria para-
site ring stage (Figure 4B; F not shown for clarity).

In contrast with malaria parasite differentiation, develop-
ment of the fruit fly embryo was, of course, not cyclical
(Figure 4C). A comparison of adjacent time points of fruit
fly embryonic development demonstrated well-regulated,
noncycling values of F and RNA index (Figure 4D), in
agreement with Eq. 5, indicating a smooth developmental
course.

Adaptation

Example 2: Killifish Adapting to Temperature Changes. Killi-
fish live in small, isolated ponds in coastal desert and sa-
vanna regions of northern South America. They routinely
experience wide daily fluctuations in temperature, oxygen
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Malaria parasite
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Figure 4. Differentiation of P. falciparum and embryonic development of D. melanogaster.

The state variable ¢» measures the fraction of the genome that is differentially expressing transcripts and F is the overall cellular activity relative to
the beginning merozoite stage. For determination of ¢, the normal range of = was set to 0.5 < 7 < 1.5 based on comparisons of normal tissues of
the same type (7; is the fold-change in the expression of the ith gene of test cells relative to reference). A: The differentiation cycle of the malaria
parasite starts when the merozoite stage invades red blood cells to form the ring stage. Over 70% of the genome (¢ > 0.7) was differentially
expressed during the trophozoite stage compared to the merozoite stage. Determination of D was based on a bin size of 0.37 (D is the distribution
entropy of histogram data). B: When adjacent time points were used for comparison, F and the RNA index oscillated about an average value near
one (RNA index is the total number of transcripts of test cells divided by total number of transcripts of reference cells). Fourier transform analysis
identified a cycle with a period of 2.3 h (sampling rate was 1 per h) for RNA index and F (not shown) during the malaria parasite ring stage. C: In
contrast with the malaria parasite differentiation, the developmental course of the fruit fly embryo as expected was not cyclical. Determination of D
was based on a bin size of 0.1n. D: A comparison of adjacent time points of fruit fly embryonic development showed well-regulated, noncycling
values of F and RNA index near one. The time-course trajectories of the state variables may signify a biological principle analogous to the least

action principle in physics.

availability, and pH. Temperatures may change over 20°C
on a daily basis and may reach a high above 40°C.7

Figure 5A shows at constant temperature, F and RNA
index of Killifish were stable at normal levels near one (4 h
was reference). Interestingly, Figure 5SA shows a dampened
oscillation of the distribution entropy D, indicating the initial
stress experienced by the Killifish at the start of the control
experiment subsided over time. This example shows that the
compensating differential expression of a stable phenotype
could lead to unstable genetic signatures derived from con-
ventional data mining strategies due to the dramatic changes
in the expression of individual genes.

The Killifish temperature cycle experiment (Figure 5B)
demonstrates the principle discussed earlier that even when
global expression levels are constant over time, where aver-
age 7; is very close to one (i.e., RNA index = 1), an orga-
nism can experience a significant reduction in relative
overall cellular activity (i.e., F < 1) when stressed. During
the first 48 h of the experiment, Figure 5B clearly shows a
20 h cycle with F varying between 1 and 0.8 (broken gray
line) as the temperature was cycled from 20 to 37°C every
24 h (0 h was reference). In contrast to the cycling of F,
overall transcript levels (solid black line) did not change in a
global manner, which indicates very tight regulation of

steady state levels of mRNA during substantial changes in
temperature.

The 20 h cycle of F observed during the first 48 h may
have eventually synchronized to the 24 h temperature cycle.
However, since the continuous 24 h cycle ended at 68 h, it
was not possible to test this hypothesis using published data.

Example 3: Streptococcus pneumoniae Adapting During
Exponential Growth. Figure 6 shows the time-course of
Streptococcus  pneumoniae adapting to experimentally
induced exponential growth and to its abrupt end at 6 h (0 h
was reference).’® Figure 6A shows from 0 to 6 h there was
little change in RNA index (solid black line) and a continu-
ous, gradual decline in cellular activity F (broken gray line).
However, there was a dramatic rise in D (Figure 6A) from
the very beginning that did not dissipate as seen with the
Killifish control (Figure 5A). The large increase in D during
exponential growth indicates a growing metabolically hetero-
geneous population of bacteria during cell culture. This was
reflected in the growing spread in the approximately sym-
metrical distribution of transcripts up to the end of log phase
growth at 6 h (Figure 6B). After 6 h, the spread continued to
increase but had become skewed with the center of mass
shifted to the left, signifying a major reduction in the cellular
activity of cultured S. pneumoniae, which was also reflected
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Figure 5. Killifish temperature cycling experiment.

The Killifish temperature cycle experiment demonstrated the
principle that even when global expression levels are constant
over time, where average m; is very close to one (i.e., RNA
index = 1: RNA index is the total number of transcripts of test
cells divided by total number of transcripts of reference cells,
n; is the fold-change in the expression of the ith gene of test
cells relative to reference), an organism can experience a sig-
nificant reduction in relative overall cellular activity (i.e., F <
1) when stressed. A: Constant temperature control, 4 h was the
reference. B: Cycling of the state variable F (broken gray line)
as the temperature was cycled from 20 to 37°C every 24 h, 0 h
was reference. Notice that ¢ (solid gray line) was generally
well-below 10% (¢ is the fraction of the genome undergoing
differential expression). For determination of ¢, the normal
range of m was set to 0.5 < m < 1.5 based on comparisons of
normal tissues of the same type. Determination of D was based
on a bin size of 0.1m (D is the distribution entropy of histo-
gram data). The 20 h cycle of F observed during the first 48 h
may have eventually synchronized to the 24 h temperature
cycle. Since the data collected at 4 h intervals ended at 68 h,
there was no way to test this hypothesis using published data.

in the sharp drop in F (Figure 6A). The large decline in F
coupled with the pronounced rise in relative RNA index and
¢ indicated a massive phenotypic change in the bacteria
commencing with the end of log phase growth. For determi-
nation of ¢, the normal range of = was set to 0.5 < 7 < 1.5.

Transformation (cancer)

Since Hansemann first observed chromosomal abnormal-
ities over a hundred years ago in all of the epithelial cancers

Biotechnol. Prog., 2009, Vol. 25, No. 5

he investigated,”” an overwhelming body of evidence has
established an inseparable connection between cancer and
aneuploidy.”*®' By 1969, Albert Levan was confident
enough to say, “there is safe evidence that carcinogenesis, as
well as all stages of malignancy, is accompanied by chromo-
somal irregularities....”82 But he went on to add that, “noth-
ing is known, however, as to the significance of these
chromosome irregularities in relation to the carcinogenic
transformation.” In other words, he raised the perennial
question: is chromosomal imbalance (aneuploidy) a cause or
consequence of cancer?

While leaving the question open, Levan acknowledged
that aneuploidy satisfies at least one requirement of a cause:
“Chromosome variation is an integrated part of tumor devel-
opment from the earliest beginning of carcinogenesis to the
latest progressive stages. Even before any malignancy has
started chromosome variation in a normal tissue is generally
associated with an increased tendency to cancer.”%?

Recently, we revived Theodor Boveri’s somatic mutation
theory® and have directly addressed the question of whether
aneuploidy is the cause or a consequence of cancer.
We0384483 and others”'**% have provided evidence that
an imbalance in the number and composition of chromo-
somes (aneuploidy) is the underlying cause of cancer and is
sufficient to explain all of the characteristic phenotypes and
properties of cancer: anaplasia, autonomous growth, metasta-
sis, abnormal cell morphology, DNA indices ranging from
0.5 to over 2, genetic instability, the high levels of mem-
brane-bound and secreted proteins responsible for invasive-
ness and loss of contact inhibition, multi-drug-resistance, and
the exceedingly long times of up to decades from carcinogen
exposure to the appearance of cancer.

Example 4: F, RNA Index, and ¢ Determined for Six
Human Cancers. Occasionally one can find useful microar-
ray data for human cancer. The best data contain replicate
runs and primary diploid reference samples for the same tis-
sue type as the cancer. Analogous to flow cytometry, histo-
grams of cancer transcript microarray data visualize
aneuploidy. The six cancers shown in Figure 7—pancreas,87
colon,88 lymphoma,89 breast,90 stomach,g1 kidneygz—were
compared to normal tissue of the same type from which the
cancer originated. By way of comparison, it was possible to
compare the background spread in transcripts from normal
tonsil and skin (graphs at top of Figure 7) because data from
more than one sample were available.®”% However, these
kinds of data are rarely part of micorarray results. Figure 7
shows that the normal tissues were characterized by a tight
distribution of transcripts centered at RNA index = 1. In
contrast to normal tonsil and normal skin, the distributions
of cancer transcripts were all decidedly different and irregu-
lar compared to the respective normal tissues. The aneuploid
fractions ¢ and RNA indices were characteristically large for
all the cancers, indicating advanced malignancies.38’44’50 For
determination of ¢, the normal range of 7 was set to 0.5 <
< 1.5.

Example 5: D and 7y Correlated with Invasive Ductal
Carcinomas Stratified by Grade. Current laboratory diagno-
ses of cancer are based on interpretations that are unavoid-
ably subjective. As Crum et al. state, much of practice in
cytology and histology involves evaluating abnormal smears
and biopsies under suboptimal circumstances or rendering
diagnoses that are frequently based more on instinct than
objective criteria.”> Consequently, false positive and false



Biotechnol. Prog., 2009, Vol. 25, No. 5

A

- H P ——
: _
I
¥
end log phase —p»! !
)
N |
24 ¥,
"
iy
© D »~ |
g A
> S i
i) # ;
- S :
© s -
E 4 [
'
&« 4 RNA
I e ;
'f -"-"‘"--..____‘ ‘i
7 "
," F i
1
/ :
]
i
1 :
i
H
1
i
)
;
0+ T T T T T
0 2 4 6 8

1283

bl 6.8 h

B Jﬂh
P - qu.l-.--l-—-—-

25h 7.5h

Ll ..

-

[&]

=

[14]

Z
1.0+

LEE he | o 8.3h
0.5= 0.5
0.0+ n.o-lll-.---—-—-

1.1 20

1.0

0.5

6 h
o |1_|1I s

T

Figure 6. S. pneumoniae adapting to exponential growth and its abrupt end at 6 h.

A: The state variable ¢ was relatively small before the end of log phase (6 h), 0 h was reference (¢ is the fraction of the genome undergoing differ-
ential expression). For determination of ¢, the normal range of @ was set to 0.5 < 7 < 1.5 based on comparisons of normal tissues of the same type
(m; is the fold-change in the expression of the ith gene of test cells relative to reference). At the end of log phase, there was a dramatic jump in ¢ at
6 h. There was also a jump in RNA index, implying a large increase in the synthesis of protein (RNA index is the total number of transcripts of test
cells divided by total number of transcripts of reference cells). However, there was a pronounced reduction in F, signifying a massive imbalance in
differential transcription (F is the dimensionless state variable quantifying the relative overall cellular activity of test cells compared to reference
cells). The large increase in D during exponential growth indicated a growing population of metabolically heterogeneous bacteria (D is the distribu-
tion entropy of histogram data). B: The approximately symmetrical distribution of transcripts broadened until the end of log phase of growth at 6 h.
After 6 h the spread continued to increase but had become skewed with the center of mass shifted to the left, signifying a major reduction in the
overall cellular activity of the bacteria, which was also reflected by the sharp decline in F.

negative diagnoses are common.”* DATE analysis offers a
quantitative and objective means of characterizing both his-
tological and cytological specimens.

DATE analysis was performed on the microarray data
from 36 invasive ductal carcinomas of the breast for which
there were clinical data.”® The stated purpose of the Zhao et
al. study was to determine if there were distinct genetic sig-
natures distinguishing invasive ductal carcinoma from inva-
sive lobular carcinoma. The authors did not correlate their
results with clinical grade of the tumors. Because there was
only one Grade 1 and no Grade 3 invasive lobular carcinoma
patients, only the ductal carcinoma data were analyzed here.

Since genomic imbalance causes the genetic instability
characteristic of invasive cancer,’®>>’" the ductal carcinoma
patients (represented by the black squares in Figure 8) were
sorted along the horizontal axis by increasing values of D
and 7y, both measures of genomic imbalance of aneuploid
cells. Grade 3 tumors were concentrated at high values of D
and y. With a notable exception the few examples of Grade
1 favored low values of D and ). The Grade 1 tumor circled
at the lower right of Figures 8A,B had the highest distribu-
tion entropy D of all the cancers. In my view this patient’s

tumor was likely misclassified and probably highly malig-
nant. The Grade 2 tumors were disperse but tended to the
left side of the graphs, with low and intermediate values of
D and y. It is likely intermediate Grade 2 is so uninformative
as to be of little value.””® This was recognized some years
ago for cervical cancer when the intermediate category CIN-
2 was eliminated.”””® Now there are only low and high
grade cervical lesions. This simplified classification scheme
has also been recommended for neoplastic lesions of esopha-
gus, stomach, colon, and rectum.”

Evolution

Example 6: D and 7y Recapitulate the Genetic Distance
Separating the Great Apes. The state variables DNA index
and F are not directly obtainable from array comparative
genomic hybridization experiments (aCGH) because the data
are typically normalized so that the modal ratio for the test
genome as a whole is set to some standard value, typically
1.0 on a linear scale or 0.0 on a logarithmic scale, regardless
of whether it is euploid, polyploid, or aneuploid.'” Addi-
tional measurements, such as FISH (fluorescence in situ
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Figure 7. Six advanced human cancers.

Cancer cells are aneuploid and this genomic imbalance deter-
mines their properties. Normal tonsil and skin were character-
ized by a tight distribution of transcripts centered at RNA
index = 1 (RNA index is the total number of transcripts of test
cells divided by the total number of transcripts of reference
cells). The cancers were compared to normal tissue of the same
type from which each originated. In contrast to normal tonsil
and skin (top graphs), the distribution of cancer transcripts
were all decidedly different and irregular compared to normal
tissues. The aneuploid fractions ¢ and RNA indices were char-
acteristically large for all the cancers, indicating advanced
malignancies.*****° For the determination of ¢, the normal
range of m was set to 0.5 < m < 1.5 based on comparisons of
normal tissues of the same type (¢ is the fraction of the ge-
nome undergoing differential expression, =; is the fold-change
in the expression of the ith gene of test cells relative to
reference).

hybridization) or flow cytometry, are needed to determine
the DNA index of the test sample associated with the given
ratio level. Even though DNA index and F cannot be calcu-
lated from aCGH data, D and ) are readily obtained since
they are measures of the distribution or spread of compara-
tive data.

Since all species draw from the same “dictionary” of
genes, 191192 the differences among species are due, in
large part, to differences in copy numbers leading to differ-
ential orchestration and expression of the various genes.
DATE analysis was applied to aCGH data from the great
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Figure 8. Invasive ductal carcinomas of the breast correlated
with D and y.

The solid squares represent a patient’s tumor that had been
graded 1, 2, or 3, for increasing severity. It is generally accepted
that the most malignant cancers are the most genetically unstable.
Both D and y are measures of the genomic instability of cancer
cells (D is the distribution entropy of histogram data, see text for
definition of 7). Determination of D was based on a bin size of
0.17 (m; is the fold-change in the expression of the ith gene of test
cells relative to reference). A: Patients along the horizontal axis
were sorted by increasing D (broken line). B: Patients were sorted
by increasing y (broken line). Grade 3 tumors were concentrated
at high values of D and y. The few examples of Grade 1 favored
low values of D and y. The Grade 1 tumor circled at the lower
right of both graphs was likely misclassified and probably highly
malignant. Grade 2 tumors were disperse but tended to the left
side of the graphs, with low and intermediate values of D and y. It
is likely intermediate Grade 2 is so uninformative as to be of little
value (see text).

apes.103 Figure 9 shows the great apes ordered along the
horizontal axis according to increasing values of D, using
human female as reference. Data from two women were
compared to each other to give D = 1.65. Sorting the great
apes by increasing y (not shown) produced the same rank
ordering of genetic distance relative to human. The order
thus produced by DATE analysis (human, chimp, gorilla,
orangutan) is identical with that accepted by many
phylogeneticists.'*?

Discussion

Metabolic reactions have been preserved in bacteria, fungi,
plants, and animals, essentially intact, through billions of
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Figure 9. Phylogenetic order of the great apes correlated with
D and y.

The state variables DNA index and F are not directly obtain-
able from array comparative genomic hybridization experi-
ments (aCGH). However, D and 7y are readily obtained because
they are measures of the distribution or spread of comparative
data (D is the distribution entropy of histogram data, see text
for definition of 7). The great apes'®® were ordered along the x-
axis according to increasing values of D calculated from aCGH
data. In this case D is a measure of the relative genetic distance
separating the species, using human females as reference.
Determination of D was based on a bin size of 0.17 (here 7; is
the fold-change in copy number of the ith gene of test cells rel-
ative to reference). The two women were compared to each
other giving D = 1.65 for the background spread of data. The
phylogenetic order produced by DATE analysis was identical
with that generally accepted by phylogeneticists. Sorting the
great apes according to increasing y (not shown) produced the
same phylogenetic order.

years of evolution.'®" Yet, these immutable reactions pro-
duced the extraordinary variety of organisms that have
populated the earth since life began. It is the particular
orchestration and connectedness of these immutable reactions
that make up life in all its diversity and are the subject of
MCA and DATE analysis.

While the principles and insights of MCA are indeed pro-
found, the application of its methods to the tens-of-thousands
of interconnected components of whole cells is not feasible.
Nevertheless, the historic work of Kacser and Burns on the
molecular basis of dominance®* contained the seeds of trans-
forming MCA into a quantitative method of phenotypic anal-
ysis that can be applied to whole cells, organs, even
organisms.

The theoretical basis of DATE analysis (with its founda-
tion in MCA) sets it apart from all other bioinformatics
approaches, which are fundamentally statistical in nature.
DATE analysis differs from MCA in that its essential task
lies in the comparison of phenotypes rather than in the pre-
cise definition or description of each. In the words of
Thompson, “This process of comparison, of recognizing in
one form a definite permutation or deformation of another,
apart altogether from a precise and adequate understanding
of the original ‘type’ or standard of comparison, lies within
the immediate province of mathematics.”'%*

Published microarray data were used to test the validity of
the assumption, implicit in MCA, that individual genes con-
tributing to macroscopic phenotypes can be treated as being
quantitatively equivalent.*****' Figure 2 shows that random
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subsets of transcript microarray data, from as little as 10%
of the whole, led to reproducible values of the intensive state
variables F, RNA index, and ¢. It appears that around 1,000
random transcripts are sufficient to generate accurate and sta-
ble values of F, RNA index, and ¢.

Using random values of 7; and 1/x; in order to calculate
the state variables resulted in losing information contained in
the expression of individual genes. However, the lost infor-
mation can be recovered by analyzing ordered values of =;
(increasing) and 1/x; (decreasing). o and f were introduced
as measures of the information gained when comparing or-
dered vs. random values of 1/m; and =, respectively. Since
ordered values of 7; and 1/x; are not linear, the whole data-
set must be used to calculate o and f (Figure 3).

DATE analysis eliminates selection bias by using the
whole microarray data to calculate state variables. The fact
that the state variables F, RNA index, and ¢ are not depend-
ent on a defined or unique set of specific genes contrasts
sharply with the unstable “genetic signatures” generated by
conventional data mining.6’m’“’l9 Aneuploidy and compen-
sating differential expression are the major sources of the
instability plaguing the genetic signatures derived from data
mining. In addition, the massively interconnected metabolic
networks make it highly unlikely macroscopic phenotypes
are restricted to unique or characteristic expression profiles
of specific genes.

The proper choice of reference cells or tissue is integral to
DATE analysis. However, it was difficult to find published
microarray data with the appropriate references. The choice
of reference will depend on the specific experimental ques-
tion being asked. For example, normal cervical cells should
be the reference if one is studying cervical cancer. It is im-
portant that microarray experiments compare different sam-
ples of the same reference to each other to determine the
background spread of data. It is also essential to include rep-
licates of all the experiments. Regrettably, replicates have
been rare in published microarray experiments, though this
appears to be changing.

Time-course micorarray data are particularly amenable to
DATE analysis because the results at any time point can rep-
resent a suitable reference for other time points. Indeed, half
of the examples presented here were from time-course data:
Plasmodium  falciparum, Killifish, and Streptococcus
pneumoniae.

Cycling of the state variables F, RNA index, and ¢ clearly
mirrored the blood-feeding cycle of the malaria parasite. A
moving reference (i.e., comparing adjacent time points)
allowed the detection of a 2.3 h metabolic cycle during the
ring stage of the parasite. Using a moving reference for the
fruit fly embryo resulted in noncycling values of F and RNA
index close to one, revealing a smooth, noncycling develop-
mental course. Figures 4A,C invites the speculation that the
time-course trajectories of the state variables may signify a
biological principle analogous to the principle of least action
in physics.'*

The Killifish 24 h temperature cycle experiment demon-
strated the general principle that stable phenotypes maintain
tight regulation of RNA index = 1 when adapting to stress.
While changes in RNA index were barely detectable, there
was a pronounced cycling of the overall cellular activity F
with a period of 20 h during the first 48 h of the experiment.
The cycle of F may have eventually synchronized to the 24
h temperature cycle. Extending the temperature cycling
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experiment to four or more complete 24 h cycles would be
needed to test this hypothesis.

Streptococcus pneumoniae demonstrated the power of D
(histogram entropy) to detect, during exponential growth, the
production of a metabolically heterogeneous population of
the single-cell organism. This process is reminiscent of, but
different from, the rapid onset of intercellular heterogeneity
produced by clonal expansion of aneuploid eukaryotic
cells.?7%1% D and y are objective and quantitative measures
of the genomic imbalance of cancer cells resulting in wide-
spread genetic instability.

The aCGH data for the great apes'® provided the only
evolution example available for DATE analysis. The DATE
analysis results produced the generally accepted phylogenetic
order of the great apes. DATE analysis promises to be an
ideal tool for studying evolution because it provides an
objective, quantitative means of comparing the genetic dis-
tances separating species.

Conclusions

These preliminary results are encouraging, especially
because the data collection and this analysis were completely
independent. DATE analysis is analogous to the state equa-
tions of thermodynamics in physics, while the Kkinetics
details of metabolic control analysis (upon which DATE
analysis is based) can be likened to statistical mechanics.
Just as with thermodynamics and statistical mechanics,
DATE analysis and metabolic control analysis are mutually
consistent but serve different conceptual and experimental
functions. DATE analysis eliminates selection bias by ana-
lyzing microarray data as a whole. For large datasets, the
state variables F, RNA index, and ¢ are intensive variables,
thus not dependent on a defined subset of specific genes.
This result is of fundamental importance and distinguishes
DATE analysis from conventional data mining, which seeks
a stable and unique set of genes as either diagnostic tools or
targets of drug therapy. Aneuploidy and compensating differ-
ential expression are the major sources of the instability pla-
guing the genetic signatures derived from conventional data
mining. DATE analysis provides a robust strategy of corre-
lating specific phenotypes with the state variables F, RNA
index, and ¢ along with the measures of data dispersion D
and y. As a general theory of biological change, DATE anal-
ysis can be used to design, analyze, and interpret future
microarray experiments.
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